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Chapter 1: Administration of NGOP Server Host

The NGOP server machine(ngopsrv.fnal.gov) is responsible for running the following NGOP components:

· Central Server 

· Broker

· Action Server
· NGOP Agents

This chapter will describe the central server NGOP system processes.

1.0 General Information

1.0.1 NGOP Log Files

Most log files for NGOP components can be found in ~ngop/Log.   In general, there will be subdirectories in this location for each component that logs information.

1.0.2 Configuration File Management

Details regarding the content of the various configuration files can be found in the NGOP Users Guide.

1.0.3 ngop script.

The ngop script can perform many tasks such as starting and stopping NGOP agents and checking configuration.  The basic format of the command is:


ngop command [options]

where command is one of the following:

· help – print detailed message

· submit – submit a system known status change

· browser – launch a web browser to ngopcli.fnal.gov services

· jmonitor – run java client

· local_web – launch localhost standalone webserver

· local_browser – launch browser to talk to local_web

· start – start all ngop processes listed under /var/ngop

· stop – stop all processes started by start

· check – check processes started by start, restart as needed.

· restart – stop then start all ngop processes

· status – print status of processes started by start

· disable – disable automatic start of a process

· enable – re-enable automatic start of a process

· update – cvs update /var/ngop area periodically

· remote – start/stop/restart etc.. on remote system

· action – launch NGOP action server
· agent – launch system health agent

· admin – admin GUI process

· cfms – launch NGOP config file service

· gettag – get current cfms tag

· settag – set current cfms tag

· roles – list roles provided by cfms service

· locator – run status-engine locator service

· server – launch NGOP central server

· status_engine – launch NGOP status_engine

· URL_agent – launch www agent

· fbs_agent – launch Fermi Batch System agent

· swatch_agent – launch logfile watching agent

· ping_agent – launch system pinging agent.

· plugins_agent – launch plugin commadns agent

1.0.3.1 Starting and Stopping

The start, stop, and restart commands are the preferred way to start and stop NGOP processes.  Without options, ngop start will start all processes who have  a configuration file defined in /var/ngop.  If nothing is running, starting the ngop system is simply a matter of issuing ngop start with no options. 

There may be times where it is required to start and stop individual NGOP processes.  It is important to know the name of the XML configuration file for the process that needes to be started or stopped.  The general form of the command to start an individual agent is as follows:


ngop start –c <configfile name>

1.1 Central Server

The NGOP Central Server (NCS) is a process that collects messages from multiple (thousands) of monitoring agents and provides clients with requested information.  The NCS performs the following tasks:

· Allows for the connection of monitoring agents.  The monitoring agents send events to the NCS using UDP.

· Accepts requests from monitoring clients to provide monitoring information.

· The monitoring client or agent can instruct the NCS to peform certain actions based on a condition.  For example, an agent can instruct the NCS to send email or a page if some condition is met.

· Forwards all messages received to the Archive Server.

· Notes when a previously connected monitoring agent has lost it’s connection.  In effect, the NCS monitors the monitoring agents.

1.1.1 Process Details

The NCS is a python module located in $NGOP_DIR/ncs/cs.py.  This process is started at boot time (along with the other NGOP components).  It can be started and stopped stand-alone by using the NGOP start/stop mechanism:


ngop start server


ngop stop server

The NCS runs as the user ngop.  

1.1.2 NCS Configuration

Like all NGOP components, the NCS configuration file is written in XML.  The configuration file is located in /var/ngop/server/ncs.xml.  It is important to note that the start script uses certain conventions to find a configuration file for a certain component, so it is best not to rename this file. When the ngop start server command is issued, the start script actually exec’s the following:


python $NGOP_DIR/ncs/cs.py -c $NGOP_START_DIR/server/ncs.xml

$NGOP_START_DIR defaults to /var/ngop.

1.1.3 NCS Log Files

The NCS log files are stored in ~ngop/Log/cs.  The NCS writes it's stdout to cs.out, and it's stderr to cs.err, and writes the log messages to a file called log.log.  Each day, the NCS moves these files to a date suffixed file.  Additionally, a cron job runs daily (as user ngop) that removes the cs.out.<suffix> and cs.err.<suffix> files that are older than two days.  The log files are not automatically removed, however it has been standard practice to periodically go through this area and create a tar file of files older than a month or so.  These tar files have been stored in ~ngop/Log/ncs.

1.2 Broker 

The NGOP Broker is part of the Configuration File Management Service.  The Broker communicates

two different types of clients, and has distinct responsibilities for each:

Status Engines/Action Servers:

When the status engine or action server connects to the Broker, they send the broker a subscription list of components.  The Broker uses a set of indices genereated by the Indexer to  send a CVS revision tag and list of configuration filenames back.   The status engine or action serve then requests these files from the Librarian, which actually checks out the given files from CVS.  The broker sends CVS revision tags and a list of file names every time when at least one of the tags has been changed.

The broker(broker.py) is the only module of the Configuration manager that runs continuosly.

1.2.1 Starting/Stopping the Broker

On ngopsrv, there should be one broker.py process running.  The broker process is started at boot time (along with the other NGOP components).  It can be started and stopped stand-alone by using the NGOP start/stop mechanism:

ngop start cfms


ngop stop cfms

The NCS runs as the user ngop.  

1.2.2 Broker Configuration

Like all NGOP components, the broker configuration file is written in XML.  The configuration file is located in /var/ngop/cfms/cfms.xml.  It is important to note that the start script uses certain conventions to find a configuration file for a certain component, so it is best not to rename this file. When the ngop start server command is issued, the start script actually exec’s the following:


python $NGOP_DIR/configserver/broker.py -c $NGOP_START_DIR/cfms/cfms.xml

In the start script, $NGOP_START_DIR defaults to /var/ngop. 

1.2.3 Broker Log Files

The broker log files are stored in ~ngop/Log/broker.  The broker writes it's stdout and stderr to broker.out, broker.err respectively, and writes the log messages to a file called log.log.  

1.3 Action Server

· The NGOP action server receives requests from the NCS to perform actions.  The Action Server has the following features:

· Reads configuration information from the CFMS

· Gets action requests from the NCS

· Verifies user authorization to request the actions

· Verifies that a monitored object associated with an action is not marked as “known bad”

· Performs the action (email,  page, etc...)

· Notifies the NCS about the success/failure of the performed action

1.3.1 Process Details

The action server is a python module located in $NGOP_DIR/action/ActionServer.py.  This process is started at boot time (along with the other NGOP components).  It can be started and stopped stand-alone by using the NGOP start/stop mechanism:


ngop start action


ngop stop action
The action server runs as the user ngop.  

1.3.2 Action Server Configuration

Like all NGOP components, the NCS configuration file is written in XML.  The configuration file is located in /var/ngop/action/action.xml.  It is important to note that the start script uses certain conventions to find a configuration file for a certain component, so it is best not to rename this file. When the ngop start server command is issued, the start script actually exec’s the following:


python $NGOP_DIR/action/ActionServer.py -c $NGOP_START_DIR/action/action.xml

$NGOP_START_DIR defaults to /var/ngop.

1.3.3 Action Server Log Files

The Action Server log files are stored in ~ngop/Log/action.  
Chapter 2: Administration of Server Monitoring Agents

The heart of the NGOP system is the monitoring agents that provide status information to the NGOP central server.  Ultimately, this information is processed and presented in a meaningfull way to the end user.  This chapter will discuss the steps required for the installation of configuration of monitoring agents.

For the purpose of this chapter, monitoring agents will be divided into two types:

1. Monitoring agents that run on the NGOP central server and are monitoring objects on a remote machine.  These are referred to as  central server agents.  An example of this type would be the NGOP Ping agent.  

2. Monitoring agents that run and monitor objects locally.  An example of this type would be the NGOP OSHealth agent, as well as the plug-in agents.

2.1 Central Server Agents

NGOP Central Server agents are those monitoring agents that run on the central server and monitor remote objects.   The NGOP supplied agents that run on the central server are the Ping agent and the URL agent.

1. Ping agent:  The ping agent runs on the central server and performs an ICMP transfer to a remote machine.  In case of failure, the ping agent finds the route taken to that host and attempts to find if a problem exists on an intermediate node.  

2. URL agent: The URL agent scans a given URL for reachability.

2.1.2 Ping Agent

The NGOP supplied ping agent periodically sends ICMP packets to nodes listed in it’s configuration file.  The ping agent performs route discovery, and can detect failures caused by an intermediate node such as a switch on the path.  In addition, the ping agents are designed to discover simultaneous failures to a set of continous nodes.  This reduces the number of ping agent alarms caused by an entire network outage.

2.1.2.1 Installing the Ping Agent

The NGOP ping agent is installed with the NGOP product.  The actual ping agent module is $NGOP_DIR/ma/PingAgent.py.

2.1.2.1 Configuring the Ping Agent

The configuration files for the ping agent are placed in a directory called /var/ngop/ping_agent.  By convention, the configuration file name will be of the form <descriptive_string>.xml.  For example, the configuration file responsible for pinging the CDF nodes is called cdf.xml.  The ngop start procedure does not derive any information from the name of the file, it simply assumes that a file in /var/ngop/ping_agent is an XML configuration file that will be used to start an instance of the python module PingAgent.py.   

In general, the existing configuration files for the ping agents use the <FOR> XML extension provided by NGOP to easily process through a set of nodes.   By convention, an include file is supplied in a directory called /var/ngop/include that contains the cluster names, service types (24x7 for example), and host names.  

2.1.2.3 Starting/Stopping Ping Agent

On ngopsrv, there will be many ping agents running.  The ping agents are started at boot time (along with the other NGOP components).  The ping agents can be started and stopped stand-alone by using the NGOP start/stop mechanism as root:


ngop start ping_agent

 
ngop stop ping_agent

It is possible to start an individual ping agent by supplying the configuration file path for that agent as an argument to the –c option:


ngop start –c <ping_agent config file>

2.1.3 URL Agent

The NGOP URL Agent scans a given URL’s for reachability.  Like the other agents in NGOP, an XML configuration file controls the URL Agent’s behavior.  

2.1.3.1 Installing the URL Agents

The URL agents are installed with the NGOP product.  The actual URL agent module is $NGOP_DIR/ma/URL_agent.py.

2.1.3.2 Starting/Stopping URL Agents 

On ngopsrv, there will be many URL agents running.  The URL agents are started at boot time (along with the other NGOP components).  The URL agents can be started and stopped stand-alone by using the NGOP start/stop mechanism:


ngop start URL_agent

 
ngop stop URL_agent

It is possible to start an individual URL agent by supplying the configuration file path for that agent as an argument to the –c option:


ngop start –c <url_agent config file>

There will be multiple instances of the URL agent running at any given time.

2.1.3.3 Configuring the URL Agent

The configuration files for the ping agent are placed in a directory called /var/ngop/ping_URLagent. See the NGOP Users Guide for details on the configuration. 
Chapter 3: Administration of NGOP Client 

The NGOP client machine (ngopcli.fnal.gov) runs several key components of the NGOP system.   It is possible to run these components directly on the NGOP server (ngopsrv.fnal.gov), however for performance reasons it was decided to run certain components on a seperate machine.   

ngopcli.fnal.gov is responsible for running the following components:

· Status Engines

· Locator

· Action Server

· Web admin tool

· Apache

A properly functioning system will have the following processes running:

· .... locator/LS.py(1)

· action/ActionServer.py –c action.xml (1)

· status_engine/StatusEngine.py –c <statusengine.config.file> (Many)

· Other NGOP agents (PlugInAgent.py –c <configfile>).

3.1 Status Engines

The NGOP status engine is the NGOP component that collects information from the Ngop Central Server and processes it according to some defined rules.  A status engine subscribes to receive a subset data from the NCS.  There are several status engines running simultaneously, each configured in a way that reflects the interests of a particular group.  

3.1.1. Starting and Stopping the Status Engines.

The NGOP status engines are started at boot time.  To start the status engines by hand, issue the following command:


ngop start status_engine

To start a status engine for a particular role, it is necessary to know the path of the xml configuration file for that role.  The individual status engine is started as follows:


ngop start “ngop status_engine –c <config file>

Conversly, stopping all status engines is done as follows:


ngop stop status_engine.

To stop a status engine for a particular role, issue the following command:


ngop stop “ngop status_engine –c <config file>

3.2 Locator Server

The Locator Server is the component of NGOP that registers various Status Engines and assigns a unique prot to each.  These ports are used to accept connections from various monitoring clients.  

3.2.1. Starting/Stopping the Locator Server.

The Locator Server is started at boot time.  It can be started or stopped on the command line with the ngop start command:


ngop start locator


ngop stop locator

The actual Location server module is locator.py.

3.2.2 Locator Server Configuration

The configuration file for the Location Server is stored in $NGOP_DIR/locator/locator.xml
3.3 Web Admin Tool

The web admin tool (web_admin.py) runs on ngopcli.  There will be one instance of web_admin.py for every web admin tool running.  

To support the web admin tool, ngopcli has an apache web server installed.

3.4 Action Server

An Action Server has the following features:

· It gets configuration information from the CFMS

· It gets action requests from the NCS

· It verifies user authorization  to request the actions

· It verifies that monitored object  accosiated with an anction is not marked as “known bad”

· It performs actions

· It notifies the NCS about success/failure of performed actions 

There are several configuration files that contain general information needed for the Action Servers. These files will be downloaded into a designated configuration area during the NGOP Action Server startup.

3.4.1. Starting/Stopping the Action Server.

The Action Server is started at boot time.  It can be started or stopped on the command line with the ngop start command:


ngop start action


ngop stop action

The actual action server module is action.py.

3.4.2 Action Server Configuration

The configuration file for the Action Server is stored in /var/ngop/action/action.xml
3.5 Web Admin Tool

The web admin tool (web_admin.py) runs on ngopcli.  There will be one instance of web_admin.py for every web admin tool running.  

To support the web admin tool, ngopcli has an apache web server installed.   The Web Admin tool uses the ZOPE web development package (see http://www.zope.org).   

The web admin tool is invoked through a fcgi script located in /local/ups/www/ngopcli/cgi-bin/web_gui.fcgi.
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